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Topics overview: 3 webinars

• Building simple structures and modeling organics in their media
• Organic reactions and mechanisms

• Biological systems (dynamics, interactions with xenobiotics and linear 
response calculations)

• Organometallic systems (Mark Schofield)
• Computational spectroscopy (Mark Schofield)



Central Dogma of Computational Chemistry

DYNAMICS

REACTIVITY

STRUCTURE

Phospholipid bilayer

benzo[a]pyrene

Mutagenic DNA adduct



• uses molecular 
orbital theory: 
electrons are treated 
as moving under the 
influence of nuclei; 
orbitals are 
represented by wave 
function, Ψ => 
subatomic level

à Can be used to 
describe non-
equilibrium states 

STRUCTURE

Molecular mechanics Quantum mechanics

• Employs classical (Newtonian) physics
• Assumes Hooke’s Law forces between atoms   

(discrete masses aEached by a spring) 
• Energy calculated from harmonic poten-al:

• these potenGal funcGons are collecGvely
referred to as a force field 

E = k(x – x0)2

à Limited to describing equilibrium states

E=ΨH Ψ
Equilibrium state, x0



MM Calculations: Force field Not to be 
confused with:



Atomic charges

• Class I-III
• Class I: derived from experimental data (Gasteiger/Marsilli charges – implemented in 

Marvin) 
Constitutional

Topological

Geometrical

Electrostatic

CPSA

Quantum-Chemical

MO-Related

Thermodynamic

 

Gasteiger-Marsili empirical atomic partial charges

Definition:

 - the contribution to the

atomic charge on the a-th step of iteration of charge

 - electronegativity of n–th orbital on i-th atom

 ,  ,  , and  - the ionization potentials and electron affinities of the

neutral atom (superscript 0) and of the positive ion (superscript +), respectively.

References:

1. J. Gasteiger, M. Marsili, Tetrahedron Lett., 1978,  3181
2. J. Gasteiger, M. Marsili, Tetrahedron, 1980,  36, 3219-3228
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• Class II: derived from par==oning of molecular wavefunc=on (ab ini=o methods) or 
electron density (DFT methods) into atomic contribu=ons (Mulliken, Löwdin, natural 
charges (NPA) and Hirshfeld charges) 

• Class III: derived from physical observables (such as electrosta=c poten=al), which can be 
calculated from the molecular wavefunc=on/ electron density (CHELPG and Merz-
Kollman (MK) charge schemes) 

VS.

Small molecule                                                                                            large biomolecule

https://pubs.acs.org/doi/10.1021/ct200866d

Useful benchmarking (CM5 model compared to others):

https://pubs.acs.org/doi/10.1021/ct200866d


• Developed from DeBroglie’s hypothesis of par-cle-wave duality  (parGcle has 
both wave and parGcle properGes)

• Predicts that wave funcGons can represent atomic or molecular orbitals

• For mulGelectron system, this equaGon cannot 
be solved analyGcally à variaGonal theorem is used:

(=the energy predicted from any trial wave funcGon, ɸ, will never be lower than 
the true ground-state energy)
à SE solved iteraGvely (energy minimizaGon process) à it yields system energy 

and other observables (e.g. dipole moment) 
- The trial wave funcGons are defined as a linear combina-on of basis func-ons, 
which are usually atomic orbitals.

QM calculations:
The time-independent Schrödinger equation

Hamiltonian 
operator

Wavefunc=on
System energy

ò ³
Ù

0* EdH tff



Basis functions à basis sets
• Used to model atomic orbitals

options: 1. using hydrogen-like WFs (Slater-type orbitals, STO)
2. using Gaussian type functions (GTOs) …easier to calculate

GTOs:
• Typically, several fns represent 1 AO

examples: , 3-21G, 4-31G, 6-31G, 6-31G*, 6-31+G*, etc. 
• “*” polarization functions – add to polar bonds (e.g. N-H, O-H, C-O)
• “+” diffuse functions – add to HOMOs of anions and spatially diffuse systems
• The larger the basis set the greater the computional time!!

What basis sets are good for what systems?
hEps://gaussian.com/basissets/

https://gaussian.com/basissets/


Ab Initio methods:
• Solve Schrödinger’s equation from mathematical principles 
• Do not rely on empirical data
• Use relatively few approximations (depending on the level of theory)
• Can be very accurate but also very costly in computing resources
• => Applicable to small systems only
• Examples: Hartree-Fock (HF) – cheap but no correlation, MP2

Density functional theory (DFT) methods:
• Like ab initio compute the system’s energy by iteratively solving Schrödinger’s  

equation
• Instead of wavefunction calculate molecular electronic probability density ρ

and calculate the molecular electronic energy from ρ
• Can be very accurate and scale better for larger systems than ab initio
• Examples: B3LYP, M06, BMK, PBE

Semiempirical molecular orbital (SMO) methods:
• Hamiltonian operator is much simpler and contains empirical parameters 

obtained by fitting to experimental or ab initio results
• Accuracy relies on parameterization (training set vs. test set)
• Applicable to even very large systems
• Examples: AM1, MNDO, PM3-7, PDDG/PM3



Combined benchmarking metrics
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Some benchmarking for semiempirical methods
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Computa@onal cost
• More accurate methods (and larger basis sets) are more expensive in terms of computing requirementsHierarchy of quantum chemical methods

“Pople Diagram”

MMER Summerschool 2014 - Electron Correlation 5/42

4

FIG. 1. Overview of the popular methods used in simulations of systems with atomistic resolution, showing the typical
length scales over which they are applied as well as the degree of transferability of each method, i.e. the extent to which
they give accurate results across different systems without re-tuning. On the left hand side we have the Quantum Chemistry
methods which are highly transferable but only applicable to a few tens of atoms; on the right hand side we see the less
transferable (semi-)empirical methods, which can however express reliable results (as they are parametrized for) for systems
containing millions of atoms; and in the middle we see the methods—in particular linear-scaling DFT—which can bridge the
gap between the two regimes. The vertical divisions and corresponding background colors give an indication of the fields in
which the methods are typically applied, namely chemistry, materials science, biology and an intermediary regime (‘bridging
the length scale gap’) between materials science and biology. The line colours indicate whether a method is QM or MM, while
the typical regime for QM/MM methods is indicated by the shaded region. In the top left the region wherein efforts to improve
the quantum mechanical treatment are focussed, that is the quest to climb ‘Jacob’s ladder’ by developing new and improved
exchange correlation functionals, is also highlighted. Some representative systems for the different regimes are depicted along
the bottom: the amino acid tryptophan with a multi-resolution grid, a defective Si nanotube with an extended KS wavefunction,
DNA with localized orbitals, and the protein mitochondrial NADH:ubiquinone oxidoreductase7.

B. Reduced-scaling approaches and established
codes

In the following we describe both pioneering early ap-
proaches to LS-DFT and modern, state of the art meth-
ods currently being used for applications. Since this re-
view is intended to be of practical use rather than purely
theoretical, where appropriate, we categorize the various

approaches by the code in which they are implemented.
It should be noted that many, though not all, of the ap-
proaches to LS-DFT described below are valid only for
systems with a band gap, since, as mentioned above, the
density matrix decays only algebraically at zero temper-
ature for metals, rather than exponentially. Exponential
decay, is, however, recovered for metals at finite temper-
ature, thereby providing one avenue for LS-DFT with



More benchmarking references

• Various chemical reactions: J. Chem. Theory Comput. 2007, 3, 2, 569–
582: https://pubs.acs.org/doi/10.1021/ct600281g
• Various nonbonded interactions: J. Chem. Theory Comput. 2005, 1, 3, 

415–432: https://pubs.acs.org/doi/10.1021/ct049851d

https://pubs.acs.org/doi/10.1021/ct600281g
https://pubs.acs.org/doi/10.1021/ct049851d


Geometry Optimization (Energy Minimization)
= procedure for finding the equilibrium geometry corresponding to the local
energy (QM or MM) minimum by opamizing internal degrees of freedom
Real molecules exist in their equilibrium structures

equilibrium structures: 0
2

>
¶¶

¶

ji rr
E

Ethylene in triplet state (QM)

vacuum            water
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DYNAMICS

•molecules rarely exist in a single equilibrium state/conformation, 
but rather an “ensemble of states”  
• distribution of these states is guided by the potential energy surface of the 
molecule  (defined by intramolecular forces and imposed conditions/environment)

Different conformers 
= different properties

Dialanine potential energy surface in water



Conformational search (torsion angle driving)

• Single (small) molecule approach



Sampling methods to find global minimum

Molecular dynamics: simulaGon of physical movements of atoms 
and molecules according to Newton’s equaGons of moGon

(Metropolis) Monte Carlo: simulaGon producing configuraGons with 
a probability proporGonal to their Boltzmann factors based on 
random moves 

Folding of a globular protein with MC simulations

Yield 
equilibrated 
structures



Sampling molecular energy surface to find average 
system properties

Sampling a phospholipid bilayer in water to get average proper@es 
of the system

Dipole 

(D)

IP / EA 

(eV)

SASA (Å2):

Total/

Hydrophilic/

Hydrophobic

Cost (s)

AM1/MC simulation 4.3 9.0 / 0.6 754 / 121 / 

428 

13,266

AM1 minimization 2.9 8.9 / 0.9 735 / 127 / 

415

1,670

Determining selected physicochemical properties for a clinical 
prodrug (CAS 623152-11-4) from a multiple-state simulation 
versus a simple geometry optimization using AM1 
semiempirical method. 
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REACTIVITY

= forming/breaking of chemical bonds
= forming of new molecular orbitals
à purely a QM domain



Reac@vity of xenobio@cs with biol. targets

Example:
Diphenylcyclopropenone (DPCP) reacts with skin proteins

DH
DG

R                     P

TS



Thermodynamics and kine@cs: rela@ng 
experiment to theory

Compound E0 E0 + Gcorr

HF �98.572847 �98.579127
HD �98.572847 �98.582608
Cl �454.542193 �454.557870

HCl �455.136012 �455.146251
DCl �455.136012 �455.149092
F �97.986505 �98.001318

FHCl �553.090218 �553.109488
FDCl �553.090218 �553.110424

Table 2: Total HF/STO-3G electronic energies and sum of electronic and thermal free ener-
gies for atoms molecules and transition state complex of the reaction FH + Cl ! F + HCl
and the deuterium substituted analog.

A Molecular Approach” by D. A. McQuarrie and J. D. Simon. The key equation (number
28.72, in that text) for calculating reaction rates is

k(T ) =
kBT

hc�
e
��‡

G
�
/RT

I’ll use c
� = 1 for the concentration. For simple reactions, the rest is simply plugging in

the numbers. First, of course, we need to get the numbers. I’ve run HF/STO-3G frequency
calculation for reaction FH + Cl ! F + HCl and also for the reaction with deuterium
substituted for hydrogen. The results are summarized in Table 2. I put the total electronic
energies of each compound into the table as well to illustrate the point that the final geometry
and electronic energy are independent of the masses of the atoms. Indeed, the cartesian
force constants themselves are independent of the masses. Only the vibrational analysis,
and quantities derived from it, are mass dependent.

The first step in calculating the rates of these reactions is to compute the free energy of
activation, �‡

G
� ((H) is for the hydrogen reaction, (D) is for deuterium reaction):

�‡
G
�(H) = �553.109488� (�98.579127 +�454.557870)

= 0.027509 Hartrees

= 0.027509 ⇤ 627.5095 = 17.26 kcal/mol

�‡
G
�(D) = �553.110424� (�98.582608 +�454.557870)

= 0.030054 Hartrees

= 0.030054 ⇤ 627.5095 = 18.86 kcal/mol

Then we can calculate the reaction rates. The values for the constants are listed in the
appendix. I’ve taken c

� = 1.

k(298, H) =
kBT

hc�
e
��‡

G
�
/RT
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this 3D diagram gives the energy/reaction coordinate type of diagram commonly
used by chemists. The slice goes along the lowest-energy path connecting ozone,
isoozone and the transition state, that is, along the reaction coordinate, and the
horizontal axis (the reaction coordinate) of the 2D diagram is a composite of O–O
bond length and O–O–O angle. In most discussions this horizontal axis is left
quantitatively undefined; qualitatively, the reaction coordinate represents the
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Fig. 2.7 The ozone/isoozone potential energy surface (calculated by the AM1 method; Chapter
6), a 2D surface in a 3D diagram. The dashed line on the surface is the reaction coordinate
(intrinsic reaction coordinate, IRC). A slice through the reaction coordinate gives a 1D “surface” in
a 2D diagram. The diagram is not meant to be quantitatively accurate

2.2 Stationary Points 15

Transition states are not 
easy to model for the 
nonexpert



Thermochemistry in Gaussian comp software

• How do we calculate enthalpy and free 
energy?



Thermochemistry in Gaussian comp soHware

1 Introduction

The equations used for computing thermochemical data in Gaussian are equivalent to those
given in standard texts on thermodynamics. Much of what is discussed below is covered
in detail in “Molecular Thermodynamics” by McQuarrie and Simon (1999). I’ve cross-
referenced several of the equations in this paper with the same equations in the book, to
make it easier to determine what assumptions were made in deriving each equation. These
cross-references have the form [McQuarrie, §7-6, Eq. 7.27] which refers to equation 7.27 in
section 7-6.

One of the most important approximations to be aware of throughout this analysis is
that all the equations assume non-interacting particles and therefore apply only to an ideal
gas. This limitation will introduce some error, depending on the extent that any system
being studied is non-ideal. Further, for the electronic contributions, it is assumed that the
first and higher excited states are entirely inaccessible. This approximation is generally not
troublesome, but can introduce some error for systems with low lying electronic excited
states.

The examples in this paper are typically carried out at the HF/STO-3G level of theory.
The intent is to provide illustrative examples, rather than research grade results.

The first section of the paper is this introduction. The next section of the paper, I give the
equations used to calculate the contributions from translational motion, electronic motion,
rotational motion and vibrational motion. Then I describe a sample output in the third
section, to show how each section relates to the equations. The fourth section consists of
several worked out examples, where I calculate the heat of reaction and Gibbs free energy of
reaction for a simple bimolecular reaction, and absoloute reaction rates for another. Finally,
an appendix gives a list of the all symbols used, their meanings and values for constants I’ve
used.

2 Sources of components for thermodynamic quanti-

ties

In each of the next four subsections of this paper, I will give the equations used to calculate
the contributions to entropy, energy, and heat capacity resulting from translational, elec-
tronic, rotational and vibrational motion. The starting point in each case is the partition
function q(V, T ) for the corresponding component of the total partition function. In this
section, I’ll give an overview of how entropy, energy, and heat capacity are calculated from
the partition function.

The partition function from any component can be used to determine the entropy con-
tribution S from that component, using the relation [McQuarrie, §7-6, Eq. 7.27]:

S = NkB + NkB ln

 
q(V, T )

N

!

+ NkBT

 
@ ln q

@T

!

V

The form used in Gaussian is a special case. First, molar values are given, so we can
divide by n = N/NA, and substitute NAkB = R. We can also move the first term into the

2

logarithm (as e), which leaves (with N = 1):

S = R + R ln (q(V, T )) + RT

 
@ ln q

@T

!

V

= R ln (q(V, T )e) + RT

 
@ ln q

@T

!

V

= R

 

ln(qtqeqrqve) + T

 
@ ln q

@T

!

V

!

(1)

The internal thermal energy E can also be obtained from the partition function [Mc-
Quarrie, §3-8, Eq. 3.41]:

E = NkBT
2

 
@ ln q

@T

!

V

, (2)

and ultimately, the energy can be used to obtain the heat capacity [McQuarrie, §3.4,
Eq. 3.25]:

CV =

 
@E

@T

!

N,V

(3)

These three equations will be used to derive the final expressions used to calculate the
di↵erent components of the thermodynamic quantities printed out by Gaussian.

2.1 Contributions from translation

The equation given in McQuarrie and other texts for the translational partition function is
[McQuarrie, §4-1, Eq. 4.6]:

qt =

 
2⇡mkBT

h2

!3/2

V.

The partial derivative of qt with respect to T is:
 

@ ln qt

@T

!

V

=
3

2T

which will be used to calculate both the internal energy Et and the third term in Equation 1.
The second term in Equation 1 is a little trickier, since we don’t know V . However, for

an ideal gas, PV = NRT =
⇣

n

NA

⌘
NAkBT , and V = kBT

P
. Therefore,

qt =

 
2⇡mkBT

h2

!3/2
kBT

P
.

which is what is used to calculate qt in Gaussian. Note that we didn’t have to make this
substitution to derive the third term, since the partial derivative has V held constant.

The translational partition function is used to calculate the translational entropy (which
includes the factor of e which comes from Stirling’s approximation):

St = R

✓
ln(qte) + T

✓
3

2T

◆◆

= R(ln qt + 1 + 3/2).
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Use partition function, q to calculate contributions to 
entropy and thermal E from all types of molecular motion 
(electronic, translations, rotations and vibrations)

ROTATIONAL CONSTANTS (GHZ) 76.55013 20.42926 20.42901
Zero-point vibrational energy 204885.0 (Joules/Mol)

48.96870 (Kcal/Mol)

If you see the following warning, it can be a sign that one of two things is happening.
First, it often shows up if your structure is not a minimum with respect to all non-imaginary
modes. You should go back and re-optimize your structure, since all the thermochemistry
based on this structure is likely to be wrong. Second, it may indicate that there are internal
rotations in your system. You should correct for errors caused by this situation.

WARNING-- EXPLICIT CONSIDERATION OF 1 DEGREES OF FREEDOM AS
VIBRATIONS MAY CAUSE SIGNIFICANT ERROR

Then the vibrational temperatures and zero-point energy (ZPE):

VIBRATIONAL TEMPERATURES: 602.31 1607.07 1607.45 1683.83 1978.85
(KELVIN) 1978.87 2303.03 2389.95 2389.96 2404.55

2417.29 2417.30 4202.52 4227.44 4244.32
4244.93 4291.74 4292.31

Zero-point correction= 0.078037 (Hartree/Particle)

Each of the next few lines warrants some explanation. All of them include the zero-
point energy. The first line gives the correction to the internal thermal energy, Etot =
Et + Er + Ev + Ee.

Thermal correction to Energy= 0.081258

The next two lines, respectively, are

Hcorr = Etot + kBT

and
Gcorr = Hcorr � TStot,

where Stot = St + Sr + Sv + Se.

Thermal correction to Enthalpy= 0.082202
Thermal correction to Gibbs Free Energy= 0.055064

The Gibbs free energy includes �PV = �NRT , so when it’s applied to calculating �G

for a reaction, �NRT ⇡ �PV is already included. This means that �G will be computed
correctly when the number of moles of gas changes during the course of a reaction.

The next four lines are estimates of the total energy of the molecule, after various cor-
rections are applied. Since I’ve already used E to represent internal thermal energy, I’ll use
E0 for the total electronic energy.

Sum of electronic and zero-point energies = E0 + EZPE

9
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Where S/Etot = sum of all contributions,
e.g. 
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4244.93 4291.74 4292.31

Zero-point correction= 0.078037 (Hartree/Particle)

Each of the next few lines warrants some explanation. All of them include the zero-
point energy. The first line gives the correction to the internal thermal energy, Etot =
Et + Er + Ev + Ee.

Thermal correction to Energy= 0.081258

The next two lines, respectively, are

Hcorr = Etot + kBT

and
Gcorr = Hcorr � TStot,

where Stot = St + Sr + Sv + Se.

Thermal correction to Enthalpy= 0.082202
Thermal correction to Gibbs Free Energy= 0.055064

The Gibbs free energy includes �PV = �NRT , so when it’s applied to calculating �G

for a reaction, �NRT ⇡ �PV is already included. This means that �G will be computed
correctly when the number of moles of gas changes during the course of a reaction.

The next four lines are estimates of the total energy of the molecule, after various cor-
rections are applied. Since I’ve already used E to represent internal thermal energy, I’ll use
E0 for the total electronic energy.

Sum of electronic and zero-point energies = E0 + EZPE
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Sum of electronic and thermal energies = E0 + Etot

Sum of electronic and thermal enthalpies = E0 + Hcorr

Sum of electronic and thermal free energies = E0 + Gcorr

Sum of electronic and zero-point Energies= -79.140431
Sum of electronic and thermal Energies= -79.137210
Sum of electronic and thermal Enthalpies= -79.136266
Sum of electronic and thermal Free Energies= -79.163404

The next section is a table listing the individual contributions to the internal thermal
energy (Etot), constant volume heat capacity (Ctot) and entropy (Stot). For every low fre-
quency mode, there will be a line similar to the last one in this table (labeled VIBRATION 1).
That line gives the contribution of that particular mode to Etot, Ctot and Stot. This allows
you to subtract out these values if you believe they are a source of error.

E (Thermal) CV S
KCAL/MOL CAL/MOL-KELVIN CAL/MOL-KELVIN

TOTAL 50.990 8.636 57.118
ELECTRONIC 0.000 0.000 0.000
TRANSLATIONAL 0.889 2.981 36.134
ROTATIONAL 0.889 2.981 19.848
VIBRATIONAL 49.213 2.674 1.136
VIBRATION 1 0.781 1.430 0.897

Finally, there is a table listing the individual contributions to the partition function. The
lines labeled BOT are for the vibrational partition function computed with the zero of energy
being the bottom of the well, while those labeled with (V=0) are computed with the zero
of energy being the first vibrational level. Again, special lines are printed out for the low
frequency modes.

Q LOG10(Q) LN(Q)
TOTAL BOT 0.470577D-25 -25.327369 -58.318422
TOTAL V=0 0.368746D+11 10.566728 24.330790
VIB (BOT) 0.149700D-35 -35.824779 -82.489602
VIB (BOT) 1 0.419879D+00 -0.376876 -0.867789
VIB (V=0) 0.117305D+01 0.069318 0.159610
VIB (V=0) 1 0.115292D+01 0.061797 0.142294
ELECTRONIC 0.100000D+01 0.000000 0.000000
TRANSLATIONAL 0.647383D+07 6.811161 15.683278
ROTATIONAL 0.485567D+04 3.686249 8.487901
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Benchmarking and method validation
• It’s important to validate your theore=cal approach against experimental data:

i) use exisang benchmarking studies (look for similar system, similar condiaons, 
similar output – e.g. kineacs vs. thermodynamics)

AND/OR

ii) Gather some experimental data for your system to do your own validaaon
(e.g. in studying reacaon X à Y in different media, find exptl yields to relate to 
your free energies of reacaon, or rate constants to relate to free energy barriers, 
for a subset of similar systems to see if relaave trends agree)

ALWAYS REMEMBER: ABSOLUTE VALUES OF COMPUTED 
OBSERVABLES (ENERGIES, PHSYICOCHEMICAL PROPERTIES, ETC) ARE 
OFTEN MEANINGLESS; FOCUS ON RELATIVE VALUES, I.E. TRENDS 
GENERATED IN COMPARING ONE SYSTEM TO ANOTHER



Example 1
• Building a chemical structure and analyzing its properaes

Using ChemDraw or MarvinSketch to draw your 2D structure…

…and convert it to a 3D structure….

https://chemaxon.com/products/marvin

Tetraethylammonium (ligand)

…run a conformaGonal analysis to obtain
global minimum in gas phase…

Save as a 3D coordinate file
(.mol, .sdf, .pdb or similar) 

https://chemaxon.com/products/marvin


Live DEMO of previous slide



Example 1
• Building a chemical structure and analyzing its properaes

a) Use iBabel (https://www.macinchem.org/ibabel/version4/iBabel4_0.php)
to convert 3D xyz file saved in MarvinSketch to .com input file for
Gaussian software (Gaussian cartesian input):

https://www.macinchem.org/ibabel/version4/iBabel4_0.php


Example 1
• Building a chemical structure and analyzing its properties
b) Make your own working directory:

mkdir “Yourname”
cd ”Yournamedirectory” (change to your new directory)
ls
vi “yourfilename.mol” (open and edit your new file with VIM)
i (to edit text)
copy and paste the content of your 3D structure file (.mol)
esc (to stop edit mode)
:wq (save and exit)
babel –imol yourfilename.mol –ocom yourfilename.com
vi “yourfilename.com”     (edit yourfilename.com)



Live DEMO of making Gaussian input files 
from Marvin/Chemdraw 3D output (.mol)



Live DEMO of editing Gaussian input files to 
carry out different calculations:
• EdiGng checkpoint (%), rouGng (#) secGons and charge and spin mulGplicity

• CalculaGng charges (CHELPG, Hirshfeld, CM5)
• Single point calculaGons
• Geometry opGmizaGon
• FronGer orbital energy calculaGons (calculaGng the band gap)
• Frequency calculaGons for entropy and free energy calculaGons
• Implicit solvent effects (PCM and SMD models)



Example 1 – Calcula&ng Charges/Single Point Calcula&ons*

Name checkpoint (chk) file

Theory

Basis set

Job name

Charge

Spin multiplicity
= 2S+1 where S is total spin pop keyword calculates charges specified by the 

opGon (in this case, Hirshfeld populaGon analysis)
Various opRons for pop keyword found at 
hTp://gaussian.com/populaRon/

*With no opGmizaGon keyword, Gaussian 
will run a single point calculaGon

http://gaussian.com/population/


Example 1 – Geometry Optimization

• Same process as previous example but add opt keyword
• opt keyword optimizes structure to a local minimum

Various options for opt keyword found at http://gaussian.com/opt/

http://gaussian.com/opt/


Example 1 – Implicit Solvent Effects
• SCRF keyword preforms calculation in solvent
• Gaussian has common solvents built in to define solvent environment
• Solvent=[Common Solvent Name]

• Polarizable Continuum Model (PCM) or Solvent Density Model (SMD)
• SMD model better when defining your own solvent

• Defining your own solvent 
• Solvent=Generic
• Add dielectric constant 
• Add refractive index

Optimizing in common solvent

Op=mizing when 
defining your 
own solvent

Troubleshoo*ng
*Some7mes adding dielectric constant helps 
even if using common solvent
*Make sure there is a blank line at the end of 
file (this goes for all Gaussian inputs)

http://wild.life.nctu.edu.tw/~jsyu/compchem/g09/g09ur/k_scrf.htm


Running Jobs

• Run Gaussian jobs using “rung16 filename.com &”

Job will stop with “Done” if finished 
or “Exit 1” if terminated due to error

Command to run Gaussian job

Job ID “Jobs” command 
displays jobs that are 
currently running



Analyzing Jobs
• Vi filename.log

• Running input (com file) generates output (log file)

• Check for normal termina=on at bo]om of file (Shi^ G)
• This is also where error will be if there is not normal termina=on

• Search for HOMO/LUMO values, charges, enthalpy, free energy, etc.
• Search keywords with /word [enter]



Analyzing Jobs (cont.)

• Finding enthalpy, free energy, etc
• Scroll or search /therm [enter] 
• Units in hartrees

• Convert to kcal/mol, eV, J, etc.
• 1 Hartree = 627.509 kcal/mol

• Finding Charges
• Scroll or search /Hirshfeld [enter]

*Milliken charges calculates automatically 
in Gaussian without pop keyword



Analyzing Jobs (cont.)

• Finding orbital energies

HOMO energy (hartrees)

LUMO energy (hartrees)

Band gap



Helpful VIM Commands

• Open file with command “vi filename”
• i (enters edit mode)
• [esc] (exits edit mode)
• :wq (saves and quits)
• :q (quits)
• [shift] g (skips to bottom of page)
• [ctrl] b (moves page up)
• [ctrl] f (moves page down)
• /word [enter] (searches document for word)
• n (moves to next searched word in document)



Example 2
• Analyzing a reacaon pathway (to obtain rxn energeacs and elucidate 

mechanisms)
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Live DEMO of calculating enthalpies and free 
energies of reactants, intermediates and 
products to obtain overall energy changes in 
reaction pathways



Example 2 – Analyzing a Reaction Pathway

NN
RR

OO

NN
R R

O C O

∆𝐻#$% ='∆𝐻(#)*+,-. −'∆𝐻#01,-1%-.

All extracted from log files of Gaussian 
jobs op8mizing specified structure

Converted from 
hartrees to desired unit

Products - Reactants

Delta H values for 
proposed rxn w/ 6 
different R-groups

∆𝐺#$% ='∆𝐺(#)*+,- −'∆𝐺#01,-1%-.



Example 2 – Analyzing a Reaction Pathway

NN CH3H3C

OO

NNH3C CH3 O C O
NN CH3H3C

OO

NNH3C CH3 O C O

In Ethanol In Acetonitrile

NN CH3H3C

OO

NNH3C CH3 O C O O C ONN

OO
CH3H3C

CH3 H3C

H3C
CH3

NN

CH3
H3C

CH3 H3C

H3C
CH3

In Ethanol In Ethanol

*Comparing Solvents

*Comparing R-Groups

ΔH = 31.5 kcal/mol

ΔH = 29.2 kcal/mol

ΔH = 22.4 kcal/mol

ΔH = 31.5 kcal/mol



Example 2 – Analyzing a Reaction Pathway
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Example 2 – Analyzing a Reac@on Pathway

NN CH3H3C

OO
NNH3C CH3
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N
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H3C
ẟ-

ẟ+

ΔG = 12.2 kcal/mol

ΔG‡ = 49.1 kcal/mol

ΔG‡

ΔG = 19.5 kcal/mol ΔGtotal = 31.7 kcal/mol

NN CH3H3C

OO ẟ-

ẟ+

Combining information to model a 
proposed multi-step reaction pathway

+ CO2



Additional resources
• Gaussian manual: h]ps://gaussian.com/man/
• Gaussian input keywords: h]ps://gaussian.com/keywords/
• Thermochem in Gaussian: h]ps://gaussian.com/wp-

content/uploads/dl/thermo.pdf (with worked-out examples)
• Atomic charges: h]ps://gaussian.com/popula=on/
• Gaussian tutorials: 
h]ps://barre]-group.mcgill.ca/tutorials/Gaussian%20tutorial.pdf
h]ps://www.tau.ac.il/~ephraim/Gaussian_manual.pdf
h]ps://www.msi.umn.edu/sites/default/files/IntroToGaussian09.pdf
• GW VPN: h]ps://gwu-

myit.onbmc.com/dwp/app/#/knowledge/KBA00001158/rkm
• Implicit Solva=on: Common Solvents 

h]p://wild.life.nctu.edu.tw/~jsyu/compchem/g09/g09ur/k_scrf.htm

https://gaussian.com/man/
https://gaussian.com/keywords/
https://gaussian.com/wp-content/uploads/dl/thermo.pdf
https://gaussian.com/population/
https://barrett-group.mcgill.ca/tutorials/Gaussian%2520tutorial.pdf
https://www.tau.ac.il/~ephraim/Gaussian_manual.pdf
https://www.msi.umn.edu/sites/default/files/IntroToGaussian09.pdf
https://gwu-myit.onbmc.com/dwp/app/
http://wild.life.nctu.edu.tw/~jsyu/compchem/g09/g09ur/k_scrf.htm

